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▸ How was GW150914 detected?  
 

▸ How do we know it was a binary black hole (BBH)? 
 

▸ Why are we confident GW150914 is a gravitational wave?
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UNMODELED SEARCHES

UNMODELED SEARCHES OVERVIEW

▸ Search for “bursts” of gravitational waves lasting 10-3-10s 

▸ Make minimal assumptions about waveform morphology 

▸ Not affected by uncertainties in waveform modeling 

▸ Can detect wide range of signals, including BBHs



UNMODELED SEARCHES

THREE SEARCHES PERFORMED ON DATA CONTAINING GW150914

1. Coherent Wave Burst (cWB) [1] 

• Constructs coherent triggers between detectors using wavelet basis 

2. Omicron-LALInference-Bursts (oLIB) [2] 

• Generates single-detector triggers using sine-Gaussians (omicron) with 
coherent followup (LALInference) 

3. BayesWave [3] 

• Fits a superposition of sine-Gaussians to times identified by cWB 

• Number & parameters of sine-Gaussians determined by Bayesian model 
selection

1. S. Klimenko et al., CQG 25:114029, 2008 
2. R. Lynch et al., arXiv:1511.05955 

3. N. J. Cornish and  T. B. Littenberg, 
CQG, 32(13):135012, 2015.



UNMODELED SEARCHES

COHERENT WAVE BURST

▸ Uses a wavelet basis to search for 
excess energy in each detector

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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excess energy in each detector 

▸ Energy in each time-frequency tile 
is added coherently between the 
detectors 

▸ account for detector antenna 
patterns and time delays
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column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
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GW150914 arrived first at L1 and 6.9þ0.5
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strain data, showing the signal frequency increasing over time.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-2

H1⊕L1

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-2



UNMODELED SEARCHES

COHERENT WAVE BURST

▸ Process is repeated using different 
time/frequency resolutions 

▸ Clusters at different resolutions are 
combined to form triggers 

▸ Triggers are analyzed coherently to 
reconstruct the signal morphology
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CWB RANKING STATISTIC

▸ A ranking statistic is constructed for each trigger: 

▸ Ec = the coherent energy 

▸ En = residual energy after reconstructed waveform 
subtracted from the data

⌘c = Ec

r
2

Ec + En
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Noise characterization related to GW150914 15

yet been identified. As a result, there is currently no veto available to remove these
noise transients from the astrophysical searches. Blip transients contribute to
some of the most significant background triggers in both the unmodeled burst and
modeled CBC searches. The noise transient shown in Figure 3k is one example.
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Figure 3: A normalized spectrogram of the LIGO-Livingston h(t) channel at the time
of a blip transient. The color scale indicates excess signal energy of data
normalized by an estimated power spectral density.

The impact of noise sources on the astrophysical searches is discussed in
Section 5.2.

3.2. Correlated noise

Noise sources that may a↵ect both detectors almost simultaneously could potentially
imitate a gravitational wave event and would not be captured by time shifts in the
search background estimation.

Potential electromagnetic noise sources include lightning, solar events
and solar-wind driven noise, as well as radio frequency (RF) communication. If
electromagnetic noise were strong enough to a↵ect h(t), it would be witnessed with
high SNR by radio receivers and magnetometers.

Lightning strikes occur tens of times per second globally. They can excite
magnetic Schumann resonances, a nearly harmonic series of peaks with a fundamental
frequency near 8 Hz (governed by the light travel time around the earth) [16, 17].
However, the magnetic field amplitudes produced by Schumann resonances are of the
order of a picoTesla; too small to produce strong signals in h(t) (see Figure 2) [18].

Nearby individual lightning strikes can induce transient noise in h(t) via audio
frequency magnetic fields generated by the lightning currents. However, even large
strikes do not usually produce fields strong enough to be detected by the fluxgate
magnetometers at both detectors simultaneously.

Electromagnetic signals in the audio-frequency band are also produced by human
and solar sources, including solar radio flares and currents of charged particles
associated with the solar wind. The strongest solar or geomagnetic events during
the analysis period were studied and no e↵ect in h(t) was observed at either detector.

k The spectrograms shown in Figures 3, 10, and 13 are generated using a sine-Gaussian basis [15]
instead of the sinusoidal basis of a traditional Fast-Fourier Transform.

NON-GAUSSIAN TRANSIENTS

▸ The detectors contain non-
Gaussian noise transients 

▸ Example: the “Blip glitch” 

▸ Not correlated between detectors 

▸ Increases rate of false alarms

LSC+Virgo, arXiv:1602.03844

Blip Glitch
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8

is the normalized coherent energy and En is the normal-
ized energy of the residual noise after the reconstructed
signal is subtracted from the data. The coherent en-
ergy Ec is proportional to the cross-correlation between
the reconstructed signal waveforms in H1 and L1 detec-
tors. Typically, gravitational wave signals are coherent
and have small residual energy i.e., Ec � En and there-
fore cc ⇠ 1. On the other hand, spurious noise events
(glitches) are often not coherent, and have large residual
energy because the reconstructed waveforms do not fit
well the data i.e., Ec ⌧ En and therefore cc ⌧ 1. The
ranking statistic is defined as ⌘c = (2ccEc)1/2. By con-
struction, it favors gravitational-wave signals correlated
in both detectors and suppresses un-correlated glitches.

2. Classification of cWB events

Events produced by the cWB pipeline with cc > 0.7 are
selected and divided into three search classes C1, C2, and
C3 according to their time-frequency morphology. The
purpose of this event classification is to account for the
non-Gaussian noise that occurs non-uniformly across the
parameter space searched by the pipeline.

The classes are determined by three algorithmic tests
and additional selection cuts. The first algorithmic test
addresses a specific type of noise transient referred to as
“blip glitches” [27]. During the run, both detectors ex-
perienced noise transients of unknown origin consisting
of a few cycles around 100 Hz. These blip glitches have
a very characteristic time-symmetric waveform with no
clear frequency evolution. The test uses the waveform
properties to identify, in the time domain, blip glitches
occurring at both detectors. The second algorithmic
test identifies glitches due to non-stationary narrow-band
features, such as power and mechanical resonance lines.
This test selects candidates which have most of their en-
ergy (greater than 80%) localized in a frequency band-
width less than 5 Hz. A cWB event is placed in the
search class C1, if it passes either of the aforementioned
tests. In addition, due to the elevated non-stationary
noise around and below the Advanced LIGO mechanical
resonances at 41 Hz, events with central frequency lower
than 48 Hz were also placed in the C1 class.

The third algorithmic test is used to identify events
with a frequency increasing with time. The reconstructed
time-frequency patterns can be characterized by an ad-
hoc parameter M following Eq. (1) in Sec. V D. For co-
alescing binary signals M corresponds to the chirp mass
of the binary [36]. For signals that do not originate from
coalescing binaries and glitches, M takes on unphysical
values. In the un-modeled cWB analysis, the parame-
ter M is used to distinguish between events with di↵er-
ent time-frequency evolution. By selecting events with
M > 1M� we identify a broad class of events with a
chirping time-frequency signature, which includes a sub-
class of coalescing binary signals. The events selected by
this test that also have a residual energy En consistent
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FIG. 1. Cumulative rate distribution of background events
as a function of the detection statistic ⌘c for the three cWB
search classes. Vertical dashed line shows the value of the
detection statistic for the GW150914 event.

with Gaussian noise are placed in the search class C3. All
other events, not included into the C1 or C3 class, are
placed in the search class C2. The union of all three in-
dependent search classes covers the full parameter space
accessible to the unmodelled cWB search.

3. False alarm rate

To establish the distribution of background events, we
use the time-shift procedure discussed in Sec. II, using all
the data available for each detector. The e↵ective back-
ground livetime for this analysis is 67 400 years, obtained
by analysing more than 1.6 ⇥ 106 time-shifted instances
of 16 days of the observation time. Figure 1 reports the
cumulative false alarm rate distributions as a function
of the detection statistic ⌘c for the three defined search
classes. The significance of a candidate event is measured
against the background of its class. As shown in the plot,
the C1 search class is a↵ected by a tail of blip glitches
with the false alarm rate of approximately 0.01 y�1. Con-
fining glitches in the C1 class enhances the search sensi-
tivity to gravitational-wave signals falling in the C2 and
C3 classes. In fact, the tail is reduced by more than
two orders of magnitude in the C2 search class. The
background rates in the C3 search class are almost ten
times lower than in C2, with no prominent tail of loud
events, indicating that it is highly unlikely for detectors
to produce coherent background events with a chirping
time-frequency evolution.

To check the homogeneity and stability of background
rates shown in Figure 1, these distributions have been
compared between instances of background data, gen-
erated with di↵erent time-shifts between the detectors,
finding no evidence for any dependence on the time-shift
interval or on the time-period of data collection.

CWB SEARCH CLASSES

▸ cWB defines 3 classes of 
triggers: 

• C1: blip glitch-like 

• C3: chirp-like 

• C2: everything else 

‣ False alarm rate (FAR)  
estimated in each class 

‣ Multiply FAR of events by 3 
to account for classes

LSC+Virgo, arXiv:1602.03843
Background estimated 
by applying 1s time 
shifts between detectors 
& reanalyzing
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multiple classes, this significance is decreased by a trials
factor equal to the number of classes [71].

A. Generic transient search

Designed to operate without a specific waveform model,
this search identifies coincident excess power in time-
frequency representations of the detector strain data
[43,72], for signal frequencies up to 1 kHz and durations
up to a few seconds.
The search reconstructs signal waveforms consistent

with a common gravitational-wave signal in both detectors
using a multidetector maximum likelihood method. Each
event is ranked according to the detection statistic
ηc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ec=ð1þ En=EcÞ

p
, where Ec is the dimensionless

coherent signal energy obtained by cross-correlating the
two reconstructed waveforms, and En is the dimensionless
residual noise energy after the reconstructed signal is
subtracted from the data. The statistic ηc thus quantifies
the SNR of the event and the consistency of the data
between the two detectors.
Based on their time-frequency morphology, the events

are divided into three mutually exclusive search classes, as
described in [41]: events with time-frequency morphology
of known populations of noise transients (class C1), events
with frequency that increases with time (class C3), and all
remaining events (class C2).

Detected with ηc ¼ 20.0, GW150914 is the strongest
event of the entire search. Consistent with its coalescence
signal signature, it is found in the search class C3 of events
with increasing time-frequency evolution. Measured on a
background equivalent to over 67 400 years of data and
including a trials factor of 3 to account for the search
classes, its false alarm rate is lower than 1 in 22 500 years.
This corresponds to a probability < 2 × 10−6 of observing
one or more noise events as strong as GW150914 during
the analysis time, equivalent to 4.6σ. The left panel of
Fig. 4 shows the C3 class results and background.
The selection criteria that define the search class C3

reduce the background by introducing a constraint on the
signal morphology. In order to illustrate the significance of
GW150914 against a background of events with arbitrary
shapes, we also show the results of a search that uses the
same set of events as the one described above but without
this constraint. Specifically, we use only two search classes:
the C1 class and the union of C2 and C3 classes (C2þ C3).
In this two-class search the GW150914 event is found in
the C2þ C3 class. The left panel of Fig. 4 shows the
C2þ C3 class results and background. In the background
of this class there are four events with ηc ≥ 32.1, yielding a
false alarm rate for GW150914 of 1 in 8 400 years. This
corresponds to a false alarm probability of 5 × 10−6

equivalent to 4.4σ.

FIG. 4. Search results from the generic transient search (left) and the binary coalescence search (right). These histograms show the
number of candidate events (orange markers) and the mean number of background events (black lines) in the search class where
GW150914 was found as a function of the search detection statistic and with a bin width of 0.2. The scales on the top give the
significance of an event in Gaussian standard deviations based on the corresponding noise background. The significance of GW150914
is greater than 5.1σ and 4.6σ for the binary coalescence and the generic transient searches, respectively. Left: Along with the primary
search (C3) we also show the results (blue markers) and background (green curve) for an alternative search that treats events
independently of their frequency evolution (C2þ C3). The classes C2 and C3 are defined in the text. Right: The tail in the black-line
background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise in the other
detector. (This type of event is practically absent in the generic transient search background because they do not pass the time-frequency
consistency requirements used in that search.) The purple curve is the background excluding those coincidences, which is used to assess
the significance of the second strongest event.
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GW150914: 

▸ C3: > 4.6! 

▸ C3 parameters 
not finalized 
prior to initial 
detection 

▸ C2+C3: 4.4!
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DISADVANTAGES OF UNMODELED SEARCHES

▸ Without model, large space of possible signals leads to 
heightened false alarm rate 

▸ Not sensitive to signals that accumulate power over larger 
range of frequencies 

▸ Not a problem for GW150914 

▸ Lower sensitivity to lower-mass signals
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MATCHED FILTERING

▸ Have a signal buried in some strain s 

▸ Use a template waveform h to calculate 
the signal-to-noise ratio (SNR) ": 

▸ By replacing h with he-2#ift we construct "(t) 

▸ Triggers are points where "(t) is maximized

⇢ =
|hh|si|p
hh|hi ha|bi ⌘ 4

Z 1

0

ã⇤(f)b̃(f)

Sn(f)
df

Courtesy A. Nitz
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ADVANTAGES & CHALLENGES OF MODELED SEARCH

▸ Constraining signal space decreases false alarm rate 

▸ Can use signal-based vetoes to separate signals from 
transient noise 

▸ Better sensitivity than unmodeled search 

▸ Lose sensitivity if templates do not match signals 

▸ Need accurate waveform models 

▸ Parameters of template must be close to signal
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TEMPLATE BANK
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TEMPLATE BANK

▸ We use a “bank” of templates to 
search for range in possible signal 
parameters
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TEMPLATE BANK

▸ We use a “bank” of templates to 
search for range in possible signal 
parameters

▸ Desire template placement to be 
such that maximum loss in SNR to 
target signals (the mismatch) is  
< 3%

parameter 1
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Signal
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~L

CBC PARAMETERS

▸ Possible CBC parameters (#): 

▸ component masses m1, m2 (2) 

▸ dimensionless spins of 
components χ1, χ2 (6) (2) 

▸ location & orientation (6) 

analytically maximized over  
for non-precession 

▸ We consider non-precessing 
systems in our searches

~�1
~�2

m1

m2

~J

Non-Precessing System

*not including coalescence time tc, assuming 
circular orbit & 0 or negligible tidal deformation

4 Parameters*
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|�1| < 0.9895, |�2| < 0.05

|�1,2| < 0.05

|�1,2| < 0.9895

THE BANK USED IN O1

▸ Targets: 

▸ Binary neutron stars 
(BNS) 

▸ Stellar-mass binary 
black holes (BBH) 

▸ Binaries containing a 
neutron star & a black 
hole (NSBH)

LSC+Virgo, arXiv:1602.03839
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|�1,2| < 0.05

|�1,2| < 0.9895

THE BANK USED IN O1

▸ We limit NS spin to 
|χNS| < 0.05 

▸ Is sensitive to NS with  
|χNS| < 0.4 

▸ Assume BHs can have  
m ≥ 2 M⨀ 

▸ |χBH| < 0.9895

LSC+Virgo, arXiv:1602.03839
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TWO “OFFLINE” SEARCHES PERFORMED

▸ PyCBC [4] 

▸ Python based, frequency-domain matched filter 
workflow 

▸ Evolution of CBC pipeline used in Initial LIGO 

▸ GstLAL [5] 

▸ gStreamer based, time-domain matched filter workflow 

▸ implements a different ranking statistic from PyCBC
4. S. A. Usman et al.,  arXiv:1508.02357 
5. C. Messick et al., arXiv:1604.04324
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PYCBC CHI-SQUARED TEST

▸ Divide template h into p frequency 
bins of equal power



MODELED SEARCHES

PYCBC CHI-SQUARED TEST

▸ Divide template h into p frequency 
bins of equal power 

▸ Filter each hi with the data s 

▸ If template matches signal, expect: 

▸ Calculate:

hhi|si = hh|si /p

�2
r =

p

2p� 2

1

hh|hi

pX

i=1

����hhi|si �
hh|si
p

����
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PYCBC CHI-SQUARED TEST

LSC+Virgo, arXiv:1602.03839
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REWEIGHTED SNR

⇢̂ =

(
⇢
⇥
(1 + (�2

r)
3)/2

⇤� 1
6 , if �2

r > 1,
⇢, if �2

r  1.
Reweighted 

SNR

LSC+Virgo, arXiv:1602.03839



MODELED SEARCHES

COINCIDENCE TEST

▸ Apply a coincidence test to single-detector triggers 

▸ Must be in same template & within ±15ms 

▸ Construct ranking statistic from reweighted SNR of coincident 
triggers:

⇢̂c =
q
⇢̂2H + ⇢̂2L

H1

L1
t



MODELED SEARCHES

BACKGROUND ESTIMATE

▸ Do time slides to estimate background rate of false alarms 

▸ Perform all possible ∆t = 0.1s slides; Ns ~ 107 slides

H1

L1

H1

L1 +2�t

+�t

F(⇢̂c) ⇡
nb(⇢̂c)

NS
; FAR(⇢̂c) ⇡

nb(⇢̂c)

NST



MODELED SEARCHES

BACKGROUND ESTIMATE

▸ Do time slides to estimate background rate of false alarms 

▸ Perform all possible ∆t = 0.1s slides; Ns ~ 107 slides

H1

L1
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L1 +2�t

+�t

F(⇢̂c) ⇡
nb(⇢̂c)

NS
; FAR(⇢̂c) ⇡

nb(⇢̂c)

NST

T = 16days

NS ⇡ 107 slides
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FIG. 7. Left: Search results from the PyCBC analysis. The histogram shows the number of candidate events (orange) and the number of
background events due to noise in the search class where GW150914 was found (black) as a function of the search detection-statistic and
with a bin width of Dr̂c = 0.2. The significance of GW150914 is greater than 5.1 s . The scales immediately above the histogram give the
significance of an event measured against the noise backgrounds in units of Gaussian standard deviations as a function of the detection-statistic.
The black background histogram shows the result of the time-shift method to estimate the noise background in the observation period. The
tail in the black-line background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise
in the other detector. The significance of GW150914 is measured against the upper gray scale. The purple background histogram is the
background excluding coincidences involving GW150914 and it is the background to be used to assess the significance of the second loudest
event; the significance of this event is measured against the upper purple scale. Right: Search results from the GstLAL analysis. The histogram
shows the observed candidate events (orange) as a function of the detection statistic lnL . The black line indicates the expected background
from noise where candidate events have been included in the noise background probability density function. The purple line indicates the
expected background from noise where candidate events have not been included in the noise background probability density function. The
independently-implemented search methods and different background estimation method confirm the discovery of GW150914.

Event Time (UTC) FAR (yr�1) F M (M�) m1 (M�) m2 (M�) ceff DL (Mpc)

GW150914
14 September

2015
09:50:45

< 5⇥10�6 < 2⇥10�7

(> 5.1s)
28+2

�2 36+5
�4 29+4

�4 �0.07+0.16
�0.17 410+160

�180

LVT151012
12 October

2015
09:54:43

0.44 0.02
(2.1s)

15+1
�1 23+18

�6 13+4
�5 0.0+0.3

�0.2 1100+500
�500

TABLE I. Parameters of the two most significant events. The false alarm rate (FAR) and false alarm probability (F ) given here were
determined by the PyCBC pipeline; the GstLAL results are consistent with this. The source-frame chirp mass M , component masses m1,2,
effective spin ceff, and luminosity distance DL are determined using a parameter estimation method that assumes the presence of a coherent
compact binary coalescence signal starting at 20 Hz in the data [96]. The results are computed by averaging the posteriors for two model
waveforms. Quoted uncertainties are 90% credible intervals that include statistical errors and systematic errors from averaging the results of
different waveform models. Further parameter estimates of GW150914 are presented in Ref. [18].

measured by GstLAL is consistent with the bound placed by
the PyCBC analysis and provides additional confidence in the
discovery of the signal.

The difference in time of arrival between the Livingston and
Hanford detectors from the individual triggers in the PyCBC
analysis is 7.1ms, consistent with the time delay of 6.9+0.5

�0.4 ms
recovered by parameter estimation [18]. Figure 8 (left) shows
the matched-filter SNR r , the c

2-statistic, and the re-weighted
SNR r̂ for the best-matching template over a period of ±5 ms
around the time of GW150914 (we take the PyCBC trigger
time in L1 as a reference). The matched-filter SNR peaks in

both detectors at the time of the event and the value of the
reduced chi-squared statistic is c

2
H1 = 1 and c

2
L1 = 0.7 at the

time of the event, indicating an excellent match between the
template and the data. The re-weighted SNR of the individ-
ual detector triggers of r̂H1 = 19.5 and r̂L1 = 13.3 are larger
than that of any other single-detector triggers in the analysis;
therefore the significance measurement of 5.1s set using the
0.1 s time shifts is a conservative bound on the false alarm
probability of GW150914.

Figure 8 (right) shows ±5 ms of the GstLAL matched-
filter SNR time series from each detector around the event

PYCBC GW150914 RESULTS

LSC+Virgo, PRL 116, 061102 (2016); LSC+Virgo, arXiv:1602.03839

GW150914: 

▸ FAR < 5x10-6/yr 

▸ $ < 2x10-7 

▸ Significance 
 > 5.1!



MODELED SEARCHES

UNCORRELATED VS CORRELATED SOURCES

▸ FAR estimate gives rate of chance coincidences from 
uncorrelated noise sources 

▸ Use environmental sensors to investigate any correlated 
noise sources 

▸ No other environmental influences could be found [6] 

6. LSC+Virgo, arXiv:1602.03844



MODELED SEARCHES

UNCORRELATED VS CORRELATED SOURCES

▸ FAR estimate gives rate of chance coincidences from 
uncorrelated noise sources 

▸ Use environmental sensors to investigate any correlated 
noise sources 

▸ No other environmental influences could be found [6] 

GW150914 IS A GRAVITATIONAL WAVE.

6. LSC+Virgo, arXiv:1602.03844
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PARAMETER ESTIMATION

NEED FOR PE CODE

▸ Modeled searches are 
designed to identify times 
when a signal exists, 
estimate significance given 
non-Gaussian transients 

▸ Discreetness of template 
bank  parameters of 
waveform not estimated 
accurately 

▸ Need followup code 100 101 102

Mass 1 [M�]

100

101

M
as

s
2

[M
�

]

|�1| < 0.9895, |�2| < 0.05

|�1,2| < 0.05

|�1,2| < 0.9895

GW150914

LSC+Virgo, arXiv:1602.03839



PARAMETER ESTIMATION

BAYES THEOREM

▸ Probability that a waveform h with parameters % = {m1, m2, …} exists in 
data s is given by: 

▸ In Nd detectors with stationary Gaussian noise: 
 
 
 

P (h[~#]|s) = L(s|h[~#])P (h[~#]);

L(s|h[~#]) = “likelihood ratio” ⌘ P (s|h[#])
P (s|0)

L(sk|hk[
~#]) / exp

"
�1

2

NdX

k=1

D
hk[

~#]� sk
��� hk[

~#]� sk
E#
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BAYES THEOREM

▸ Probability that a waveform h with parameters % = {m1, m2, …} exists in 
data s is given by: 

▸ In Nd detectors with stationary Gaussian noise: 
 
 
 

P (h[~#]|s) = L(s|h[~#])P (h[~#]);

L(s|h[~#]) = “likelihood ratio” ⌘ P (s|h[#])
P (s|0)

L(sk|hk[
~#]) / exp

"
�1

2

NdX

k=1

D
hk[

~#]� sk
��� hk[

~#]� sk
E#

Matched-filter SNR = log& maximized over phase & 
amplitude in single detector assuming non-precessing, 
dominant mode waveforms



PARAMETER ESTIMATION

MCMC & NESTED SAMPLING

▸ Use 2 independent stochastic sampling engines to evaluate & over multi-dimensional parameter space 

▸ Markov-chain Monte Carlo (MCMC) [7,8] 

▸ Nested sampling [9,10] 

▸ Time and mass estimate from searches used to inform prior 

▸ tc: +/-0.1s uniform prior centered on searches’ tc 

▸ m1,2: uniform prior ∈ [10,80] M⨀

7. C. Rover et al., CQG 23, 4895 (2006) 
8. M. van der Sluys et al., CQG 25, 184011(2008) 

9. J. Skilling, Bayesian Analysis 1, 833 (2006) 
10. J. Veitch & A. Vecchio, PRD 81, 062003 (2010)



PARAMETER ESTIMATION

WAVEFORM MODELS

▸ Two waveform models used 

▸ “EOBNR”: non-precessing spin model using effective-one-
body (EOB) formalism tuned to numerical relativity (NR) (11 
parameters) [11,12] 

▸ “IMRPhenom”: precessing waveform model derived from 
phenomenological fits of hybridized EOB & NR waveforms 
(13 parameters) [13,14]

11. A. Taracchini et al., PRD 89, 061502  (2014) 
12. M.  Pürrer, CQG 31, 195010  (2014) 

13. M. Hannam et al., PRL 113, 151101 (2014) 
14. P. Schmidt Ph.D. Thesis (2014)



PARAMETER ESTIMATION

QUOTED VALUES

▸ Waveform models give consistent results for GW150914 

▸ nearly equal Bayes factors 

▸ We average parameter estimates from both models 
(“Overall”) & use them to estimate systematic errors 

▸ Quoted parameter values are the median of the 
marginalized posterior distribution with symmetric 90% 
credible interval
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Hz. The priors on spin orientation for the precessing model
is uniform on the 2-sphere. For the non-precessing model,
the prior on the spin magnitudes may be interpreted as the
dimensionless spin projection onto L̂ having a uniform dis-
tribution [�1, 1]. This range includes binaries where the
two spins are strongly antialigned relative to one another.
Many such antialigned-spin comparable-mass systems are
unstable to large-angle precession well before entering our
sensitive band [82, 83] and could not have formed from an
asymptotically spin antialigned binary. We could exclude
those systems if we believe the binary is not precessing.
However, we do not make this assumption here and instead
accept that the models can only extract limited spin infor-
mation about a more general, precessing binary.

We also need to specify the prior ranges for the
amplitude and phase error functions �Ak(f ; ~#) and
��k(f ; ~#). The calibration during the time of observa-
tion of GW150914 is characterised by a 1-� statistical
uncertainty of no more than 10% in amplitude and 10�

in phase [1, 38]. We use zero-mean Gaussian priors on
the values of the spline at each node with widths corre-
sponding to the uncertainties quoted above [39]. Calibra-
tion uncertainties therefore add 10 parameters per instru-
ment to the model used in the analysis. For validation pur-
poses we also considered an independent method that as-
sumes frequency-independent calibration errors [84], and
obtained consistent results.

Results— The results of the analysis using binary coa-
lescence waveforms are posterior PDFs for the parameters
describing the GW signal and the model evidence. A sum-
mary is provided in Table I. For the model evidence, we
quote (the logarithm of) the Bayes factor B

s/n = Z/Z
n

,
which is the ratio of the evidence for a coherent signal hy-
pothesis divided by that for (Gaussian) noise [45]. At the
leading order, the Bayes factor and the optimal signal-to-
noise ratio ⇢ = [

P
khhM

k |hM

k i]1/2 are related by lnB
s/n ⇡

⇢2/2 [85].
Before discussing parameter estimates in detail, we

consider how the inference is affected by the choice of
compact-binary waveform model. From Table I, we see
that the posterior estimates for each parameter are broadly
consistent across the two models, despite the fact that they
are based on different analytical approaches and that they
include different aspects of BBH spin dynamics. The mod-
els’ log Bayes factors, 288.7±0.2 and 290.1±0.2, are also
comparable for both models: the data do not allow us to
conclusively prefer one model over the other [88]. There-
fore, we use both for the Overall column in Table I. We
combine the posterior samples of both distributions with
equal weight, in effect marginalising over our choice of
waveform model. These averaged results give our best es-
timate for the parameters describing GW150914.

In Table I, we also indicate how sensitive our results are
to our choice of waveform. For each parameter, we give
systematic errors on the boundaries of the 90% credible

FIG. 1. Posterior PDFs for the source-frame component masses
msource

1

and msource

2

, where msource

2

 msource

1

. In the
1-dimensional marginalised distributions we show the Overall
(solid black), IMRPhenom (blue) and EOBNR (red) PDFs; the
dashed vertical lines mark the 90% credible interval for the Over-
all PDF. The 2-dimensional plot shows the contours of the 50%
and 90% credible regions plotted over a colour-coded posterior
density function.

intervals due to the uncertainty in the waveform models
considered in the analysis; the quoted values are the 90%
range of a normal distribution estimated from the variance
of results from the different models.4 Assuming normally
distributed error is the least constraining choice [89] and
gives a conservative estimate. The uncertainty from wave-
form modelling is less significant than statistical uncer-
tainty; therefore, we are confident that the results are ro-
bust against this potential systematic error. We consider
this point in detail later in the paper.

The analysis presented here yields an optimal coherent
signal-to-noise ratio of ⇢ = 25.1+1.7

�1.7. This value is higher
than the one reported by the search [1, 3] because it is ob-
tained using a finer sampling of (a larger) parameter space.

GW150914’s source corresponds to a stellar-mass BBH
with individual source-frame masses msource

1

= 36+5

�4

M�
and msource

2

= 29+4

�4

M�, as shown in Table I and Figure 1.

4 If X were an edge of a credible interval, we quote systematic uncertainty
±1.64�sys using the estimate �2

sys = [(XEOBNR � XOverall)2 +

(XIMRPhenom � XOverall)2]/2. For parameters with bounded ranges,
like the spins, the normal distributions should be truncated. However, for
transparency, we still quote the 90% range of the uncut distributions. These
numbers provide estimates of the order of magnitude of the potential sys-
tematic error.

GW150914 RESULTS: MASSES

▸ Both components are BHs: 
 
 

▸ Nearly equal mass:

0.65  m2/m1  1

msource

1

= 36+5

�4

M�

msource

2

= 29+4

�4

M�

LSC+Virgo, arXiv:1602.03840
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Hz. The priors on spin orientation for the precessing model
is uniform on the 2-sphere. For the non-precessing model,
the prior on the spin magnitudes may be interpreted as the
dimensionless spin projection onto L̂ having a uniform dis-
tribution [�1, 1]. This range includes binaries where the
two spins are strongly antialigned relative to one another.
Many such antialigned-spin comparable-mass systems are
unstable to large-angle precession well before entering our
sensitive band [82, 83] and could not have formed from an
asymptotically spin antialigned binary. We could exclude
those systems if we believe the binary is not precessing.
However, we do not make this assumption here and instead
accept that the models can only extract limited spin infor-
mation about a more general, precessing binary.

We also need to specify the prior ranges for the
amplitude and phase error functions �Ak(f ; ~#) and
��k(f ; ~#). The calibration during the time of observa-
tion of GW150914 is characterised by a 1-� statistical
uncertainty of no more than 10% in amplitude and 10�

in phase [1, 38]. We use zero-mean Gaussian priors on
the values of the spline at each node with widths corre-
sponding to the uncertainties quoted above [39]. Calibra-
tion uncertainties therefore add 10 parameters per instru-
ment to the model used in the analysis. For validation pur-
poses we also considered an independent method that as-
sumes frequency-independent calibration errors [84], and
obtained consistent results.

Results— The results of the analysis using binary coa-
lescence waveforms are posterior PDFs for the parameters
describing the GW signal and the model evidence. A sum-
mary is provided in Table I. For the model evidence, we
quote (the logarithm of) the Bayes factor B

s/n = Z/Z
n

,
which is the ratio of the evidence for a coherent signal hy-
pothesis divided by that for (Gaussian) noise [45]. At the
leading order, the Bayes factor and the optimal signal-to-
noise ratio ⇢ = [

P
khhM

k |hM

k i]1/2 are related by lnB
s/n ⇡

⇢2/2 [85].
Before discussing parameter estimates in detail, we

consider how the inference is affected by the choice of
compact-binary waveform model. From Table I, we see
that the posterior estimates for each parameter are broadly
consistent across the two models, despite the fact that they
are based on different analytical approaches and that they
include different aspects of BBH spin dynamics. The mod-
els’ log Bayes factors, 288.7±0.2 and 290.1±0.2, are also
comparable for both models: the data do not allow us to
conclusively prefer one model over the other [88]. There-
fore, we use both for the Overall column in Table I. We
combine the posterior samples of both distributions with
equal weight, in effect marginalising over our choice of
waveform model. These averaged results give our best es-
timate for the parameters describing GW150914.

In Table I, we also indicate how sensitive our results are
to our choice of waveform. For each parameter, we give
systematic errors on the boundaries of the 90% credible

FIG. 1. Posterior PDFs for the source-frame component masses
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. In the
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density function.

intervals due to the uncertainty in the waveform models
considered in the analysis; the quoted values are the 90%
range of a normal distribution estimated from the variance
of results from the different models.4 Assuming normally
distributed error is the least constraining choice [89] and
gives a conservative estimate. The uncertainty from wave-
form modelling is less significant than statistical uncer-
tainty; therefore, we are confident that the results are ro-
bust against this potential systematic error. We consider
this point in detail later in the paper.

The analysis presented here yields an optimal coherent
signal-to-noise ratio of ⇢ = 25.1+1.7

�1.7. This value is higher
than the one reported by the search [1, 3] because it is ob-
tained using a finer sampling of (a larger) parameter space.

GW150914’s source corresponds to a stellar-mass BBH
with individual source-frame masses msource

1

= 36+5

�4

M�
and msource

2

= 29+4

�4

M�, as shown in Table I and Figure 1.

4 If X were an edge of a credible interval, we quote systematic uncertainty
±1.64�sys using the estimate �2

sys = [(XEOBNR � XOverall)2 +

(XIMRPhenom � XOverall)2]/2. For parameters with bounded ranges,
like the spins, the normal distributions should be truncated. However, for
transparency, we still quote the 90% range of the uncut distributions. These
numbers provide estimates of the order of magnitude of the potential sys-
tematic error.
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▸ Both components are BHs: 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Hz. The priors on spin orientation for the precessing model
is uniform on the 2-sphere. For the non-precessing model,
the prior on the spin magnitudes may be interpreted as the
dimensionless spin projection onto L̂ having a uniform dis-
tribution [�1, 1]. This range includes binaries where the
two spins are strongly antialigned relative to one another.
Many such antialigned-spin comparable-mass systems are
unstable to large-angle precession well before entering our
sensitive band [82, 83] and could not have formed from an
asymptotically spin antialigned binary. We could exclude
those systems if we believe the binary is not precessing.
However, we do not make this assumption here and instead
accept that the models can only extract limited spin infor-
mation about a more general, precessing binary.

We also need to specify the prior ranges for the
amplitude and phase error functions �Ak(f ; ~#) and
��k(f ; ~#). The calibration during the time of observa-
tion of GW150914 is characterised by a 1-� statistical
uncertainty of no more than 10% in amplitude and 10�

in phase [1, 38]. We use zero-mean Gaussian priors on
the values of the spline at each node with widths corre-
sponding to the uncertainties quoted above [39]. Calibra-
tion uncertainties therefore add 10 parameters per instru-
ment to the model used in the analysis. For validation pur-
poses we also considered an independent method that as-
sumes frequency-independent calibration errors [84], and
obtained consistent results.

Results— The results of the analysis using binary coa-
lescence waveforms are posterior PDFs for the parameters
describing the GW signal and the model evidence. A sum-
mary is provided in Table I. For the model evidence, we
quote (the logarithm of) the Bayes factor B

s/n = Z/Z
n

,
which is the ratio of the evidence for a coherent signal hy-
pothesis divided by that for (Gaussian) noise [45]. At the
leading order, the Bayes factor and the optimal signal-to-
noise ratio ⇢ = [

P
khhM

k |hM

k i]1/2 are related by lnB
s/n ⇡

⇢2/2 [85].
Before discussing parameter estimates in detail, we

consider how the inference is affected by the choice of
compact-binary waveform model. From Table I, we see
that the posterior estimates for each parameter are broadly
consistent across the two models, despite the fact that they
are based on different analytical approaches and that they
include different aspects of BBH spin dynamics. The mod-
els’ log Bayes factors, 288.7±0.2 and 290.1±0.2, are also
comparable for both models: the data do not allow us to
conclusively prefer one model over the other [88]. There-
fore, we use both for the Overall column in Table I. We
combine the posterior samples of both distributions with
equal weight, in effect marginalising over our choice of
waveform model. These averaged results give our best es-
timate for the parameters describing GW150914.

In Table I, we also indicate how sensitive our results are
to our choice of waveform. For each parameter, we give
systematic errors on the boundaries of the 90% credible

FIG. 1. Posterior PDFs for the source-frame component masses
msource
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and msource

2

, where msource

2

 msource

1

. In the
1-dimensional marginalised distributions we show the Overall
(solid black), IMRPhenom (blue) and EOBNR (red) PDFs; the
dashed vertical lines mark the 90% credible interval for the Over-
all PDF. The 2-dimensional plot shows the contours of the 50%
and 90% credible regions plotted over a colour-coded posterior
density function.

intervals due to the uncertainty in the waveform models
considered in the analysis; the quoted values are the 90%
range of a normal distribution estimated from the variance
of results from the different models.4 Assuming normally
distributed error is the least constraining choice [89] and
gives a conservative estimate. The uncertainty from wave-
form modelling is less significant than statistical uncer-
tainty; therefore, we are confident that the results are ro-
bust against this potential systematic error. We consider
this point in detail later in the paper.

The analysis presented here yields an optimal coherent
signal-to-noise ratio of ⇢ = 25.1+1.7

�1.7. This value is higher
than the one reported by the search [1, 3] because it is ob-
tained using a finer sampling of (a larger) parameter space.

GW150914’s source corresponds to a stellar-mass BBH
with individual source-frame masses msource

1

= 36+5

�4

M�
and msource

2

= 29+4

�4

M�, as shown in Table I and Figure 1.

4 If X were an edge of a credible interval, we quote systematic uncertainty
±1.64�sys using the estimate �2

sys = [(XEOBNR � XOverall)2 +

(XIMRPhenom � XOverall)2]/2. For parameters with bounded ranges,
like the spins, the normal distributions should be truncated. However, for
transparency, we still quote the 90% range of the uncut distributions. These
numbers provide estimates of the order of magnitude of the potential sys-
tematic error.

GW150914 RESULTS: MASSES

▸ Both components are BHs: 
 
 

▸ Observed masses: 

▸ Source mass estimated using redshift:

msource

1

= 36+5

�4

M�

msource

2

= 29+4

�4

M�

mobs

1

= 39+6

�4

M�, mobs

2

= 32+4

�5

M�

LSC+Virgo, arXiv:1602.03840

msource = mobs/(1 + z)
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FIG. 2. Posterior PDFs for the source luminosity distance D
L

and
the binary inclination ✓JN . In the 1-dimensional marginalised
distributions we show the Overall (solid black), IMRPhenom
(blue) and EOBNR (red) PDFs; the dashed vertical lines mark the
90% credible interval for the Overall PDF. The 2-dimensional
plot shows the contours of the 50% and 90% credible regions
plotted over a colour-coded PDF.

misaligned to the line of sight is disfavoured; the probabil-
ity that 45� < ✓JN < 135� is 0.35.

The masses and spins of the BHs in a (circular) binary
are the only parameters needed to determine the final mass
and spin of the BH that is produced at the end of the
merger. Appropriate relations are embedded intrinsically
in the waveform models used in the analysis, but they do
not give direct access to the parameters of the remnant BH.
However, applying the fitting formula calibrated to non-
precessing NR simulations provided in [96] to the posterior
for the component masses and spins [97], we infer the mass
and spin of the remnant BH to be M source

f

= 62+4

�4

M�,
and a

f

= 0.67+0.05
�0.07, as shown in Figure 3 and Table I.

These results are fully consistent with those obtained us-
ing an independent non-precessing fit [55]. The systematic
uncertainties of the fit are much smaller than the statistical
uncertainties. The value of the final spin is a consequence
of conservation of angular momentum in which the total
angular momentum of the system (which for a nearly equal
mass binary, such as GW150914’s source, is dominated by
the orbital angular momentum) is converted partially into
the spin of the remnant black hole and partially radiated
away in GWs during the merger. Therefore, the final spin
is more precisely determined than either of the spins of the
binary’s BHs.

The calculation of the final mass also provides an esti-

FIG. 3. PDFs for the source-frame mass and spin of the rem-
nant BH produced by the coalescence of the binary. In the
1-dimensional marginalised distributions we show the Overall
(solid black), IMRPhenom (blue) and EOBNR (red) PDFs; the
dashed vertical lines mark the 90% credible interval for the Over-
all PDF. The 2-dimensional plot shows the contours of the 50%
and 90% credible regions plotted over a colour-coded PDF.

mate of the total energy emitted in GWs. GW150914 ra-
diated a total of 3.0+0.5

�0.5 M�c
2 in GWs, the majority of

which was at frequencies in LIGO’s sensitive band. These
values are fully consistent with those given in the literature
for NR simulations of similar binaries [98, 99]. The ener-
getics of a BBH merger can be estimated at the order of
magnitude level using simple Newtonian arguments. The
total energy of a binary system at separation r is given by
E ⇡ (m

1

+ m
2

)c2 � Gm
1

m
2

/(2r). For an equal-mass
system, and assuming the inspiral phase to end at about
r ⇡ 5GM/c2, then around 2–3% of the initial total energy
of the system is emitted as GWs. Only a fully general rela-
tivistic treatment of the system can accurately describe the
physical process during the final strong-field phase of the
coalescence. This indicates that a comparable amount of
energy is emitted during the merger portion of GW150914,
leading to ⇡ 5% of the total energy emitted.

We further infer the peak GW luminosity achieved dur-
ing the merger phase by applying to the posteriors a sep-
arate fit to non-precessing NR simulations [100]. The
source reached a maximum instantaneous GW luminosity
of 3.6+0.5

�0.4 ⇥ 1056 erg s�1 = 200+30

�20

M�c
2/s. Here, the

uncertainties include an estimate for the systematic error
of the fit as obtained by comparison with a separate set
of precessing NR simulations, in addition to the dominant
statistical contribution. An order-of-magnitude estimate of
the luminosity corroborates this result. For the dominant

GW150914 RESULTS: DISTANCE

▸ Luminosity distance: 

▸ Assuming flat ΛCDM cosmology*: 

▸ Inclination 'JN = angle between total 
angular momentum J & line of sight 

▸ Edge-on disfavored: only 35% chance 
45° < 'JN < 135°

LSC+Virgo, arXiv:1602.03840

DL = 410+160
�180Mpc

z = 0.09+0.03
�0.04

⇤H0 = 67.9 km s�1 Mpc�1

⌦m = 0.306
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GW150914 RESULTS: SKY MAP

▸ With 2 detectors can only limit 
location to annulus on the sky 

▸ 50% probability region: 140 deg2 

▸ 90% probability region: 590 deg2 

▸ Co-moving volume: ~0.01Gpc3 

▸ Co-moving MWEG density is  
107/Gpc3

LSC+Virgo, arXiv:1602.03840
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FIG. 4. An orthographic projection of the PDF for the sky loca-
tion of GW150914 showing contours of the 50% and 90% cred-
ible regions plotted over a colour-coded PDF. The sky localiza-
tion forms part of an annulus, set by the time delay of 6.9+0.5

�0.4 ms
between the Livingston and Hanford detectors.

mode, the flux can be estimated by ⇡ c3|ḣ|2/(16⇡G) ⇠
105 erg s�1 m�2, where we use a GW amplitude of |h| ⇡
10�21 at a frequency of 250 Hz [1]. Using the inferred dis-
tance leads to an estimated luminosity of ⇠ 1056 erg s�1.
For comparison, the ultraluminous GRB 110918A reached
a peak isotropic-equivalent luminosity of (4.7 ± 0.2) ⇥
1054 erg s�1 [101].

GW ground-based instruments are all-sky monitors with
no intrinsic spatial resolution capability for transient sig-
nals. A network of instruments is needed to reconstruct
the location of a GW in the sky, via time-of-arrival, and
amplitude and phase consistency across the network [102].
The observed time-delay of GW150914 between the Liv-
ingston and Hanford observatories was 6.9+0.5

�0.4 ms. With
only the two LIGO instruments in observational mode,
GW150914’s source location can only be reconstructed
to approximately an annulus set to first approximation
by this time-delay [103, 104]. Figure 4 shows the sky
map for GW150914: it corresponds to a projected 2-
dimensional credible region of 140 deg2 (50% proba-
bility) and 590 deg2 (90% probablity). The associated
3-dimensional comoving volume probability region is ⇠
10�2 Gpc3; for comparison the comoving density of Milky
Way-equivalent galaxies is ⇠ 107 Gpc�3. This area of the
sky was targeted by follow-up observations covering radio,
optical, near infra-red, X-ray, and gamma-ray wavelengths
that are discussed in [105]; searches for coincident neutri-
nos are discussed in [106].

Spins are a fundamental property of BHs. Additionally,

their magnitude and orientation with respect to the orbital
angular momentum carry an imprint of the evolutionary
history of a binary that could help in identifying the forma-
tion channel, such as distinguishing binaries formed in the
field from those produced through captures in dense stellar
environments [94]. The observation of GW150914 allows
us for the first time to put direct constraints on BH spins.
The EOBNR and IMRPhenom models yield consistent val-
ues for the magnitude of the individual spins, see Table I.
The spin of the primary BH is constrained to a

1

< 0.7 (at
90% probability), and strongly disfavours the primary BH
being maximally spinning. The bound on the secondary
BH’s spin is a

2

< 0.9 (at 90% probability), which is con-
sistent with the bound derived from the prior.

Results for precessing spins are derived using the IMR-
Phenom model. Spins enter the model through the two ef-
fective spin parameters �

e↵

and �
p

. The left panel of Fig-
ure 5 shows that despite the short duration of the signal in
band we meaningfully constrain �

e↵

= �0.06+0.17
�0.18, see

Table I. The inspiral rate of GW150914 is therefore only
weakly affected by the spins. We cannot, however, extract
additional information on the other spin components asso-
ciated with precession effects. The data are uninformative:
the posterior PDF on �

p

(left panel of Figure 5) is broadly
consistent with the prior, and the distribution of spins (right
panel of Figure 5) matches our expectations once the infor-
mation that |�

e↵

| is small has been included. Two elements
may be responsible for this. If precession occurs, at most
one modulation cycle would be present in the LIGO sen-
sitivity window. If the source was viewed with J close to
the line-of-sight (Figure 2), the amplitude of possible mod-
ulations in the recorded strain is suppressed.

The joint posterior PDFs of the magnitude and orienta-
tion of S

1

and S
2

are shown in the right panel of Figure 5.
The angle of the spins with respect to L̂ (the tilt angle) is
considered a tracer of BBH formation channels [94]. How-
ever, we can place only weak constraints on this parameter
for GW150914: the probabilities that Ŝ

1

and Ŝ
2

are at an
angle between 45� and 135� with respect to the normal to
the orbital plane L̂ are 0.78 and 0.79, respectively. For
this specific geometrical configuration the spin magnitude
estimates are a

1

< 0.7 and a
2

< 0.8 at 90% probability.
Some astrophysical formation scenarios favour spins

nearly-aligned with the orbital angular momentum, partic-
ularly for the massive progenitors that in these scenarios
produce GW150914 [94, 107, 108]. To estimate the impact
of this prior hypothesis on our interpretation, we used the
fraction (2.5%) of the spin-aligned result (EOBNR) with
Ŝ

1,2 · L̂ > 0 to revise our expectations. If both spins must
be positively and strictly co-aligned with L, then we can
constrain the two individual spins at 90% probability to be
a
1

< 0.2 and a
2

< 0.3.
The loss of linear momentum through GWs produces a

recoil of the merger BH with respect to the binary’s origi-
nal centre of mass [109, 110]. The recoil velocity depends



PARAMETER ESTIMATION

GW150914 RESULTS: SPIN

▸ Individual component spins not well constrained: 

▸ Dominant spin effect: 

▸ Effective precession parameter: 

▸ χp = 0 for EOBNR model (no precession)

�e↵ =


m1~�1 +m2~�2

m1 +m2

�
· L̂

|~�1| < 0.7, |~�2| < 0.9

�p = max


�1?,

4q + 3

3q + 4

q�2?

�
; q = m2/m1

LSC+Virgo, arXiv:1602.03840



PARAMETER ESTIMATION

GW150914 RESULTS: SPIN

dr
af

t

9

0�

30
�

60
�

90
�

12
0�

150�

180�

0.0

0.2

0.4

0.6

0.8

0�

30
�

60
�

90
�

12
0�

150�

180�

0.0

0.2

0.4

0.6

0.8

0�

30 �

60 �
90

�

120
�

150
�

180�

0�

30 �

60 �
90

�

120
�

150
�

180�

cS1/(Gm2
1) cS2/(Gm2

2)

FIG. 5. Left: PDFs (solid black line) for the �
p

and �
e↵

spin parameters compared to their prior distribution (green line). The
dashed vertical lines mark the 90% credible interval. The 2-dimensional plot shows probability contours of the prior (green) and
marginalised PDF (black). The 2-dimensional plot shows the contours of the 50% and 90% credible regions plotted over a colour-
coded PDF. Right: PDFs for the dimensionless component spins cS

1

/(Gm2

1

) and cS
2

/(Gm2

2

) relative to the normal to the orbital
plane L̂, marginalized over uncertainties in the azimuthal angles. The bins are constructed linearly in spin magnitude and the cosine of
the tilt angles cos�1 (Ŝi · L̂), where i = {1, 2}, and, therefore, by design have equal prior probability.

on the spins (magnitude and orientation) of the BHs of
the binary and could produce super-kicks for spins in the
orbital plane of the binary [111–113]. Unfortunately, the
weak constraints on the spins (magnitude and direction) of
GW150914 prevent us from providing a meaningful limit
on the kick velocity of the resulting BH.

Finally, we can cast the results into PDFs of the strain
at the two instruments p(~h(~#)|~d) and compare them to
the posterior estimates p(~h|~d) obtained using the minimal-
assumption wavelet model [81]. The waveforms are shown
in Figure 6. There is remarkable agreement between the
actual data and the reconstructed waveform under the two
model assumptions. As expected, the uncertainty is greater
for the minimal-assumption reconstruction due to greater
flexibility in its waveform model. The agreement between
the reconstructed waveforms using the two models can be
quantified through the noise-weighted inner product that
enters Eq. (5), and it is found to be 94+2

�3

%, consistent
with expectations for the signal-to-noise ratio at which
GW150914 was observed.

Discussion— We have presented measurements of the
heaviest stellar-mass BHs known to date, and the first
stellar-mass BBH. The system merges into a BH of ⇡
60 M�. So far, stellar-mass BHs of masses ⇡ 10 M�
have been claimed using dynamical measurement of Galac-
tic X-ray binaries [114]. Masses as high as 16–20 M� and
21–35 M� have been reported for IC10 X-1 [115, 116]
and NGC300 X-1 [117], respectively; however, these mea-

surements may have been contaminated by stellar winds as
discussed in [118] and references therein. Our results at-
test that BBHs do form and merge within a Hubble time.
We have constrained the spin of the primary BH of the bi-
nary to be a

1

< 0.7 and we have inferred the spin of the
remnant BH to be a

f

⇡ 0.7. Up to now, spin estimates of
BH candidates have relied on modelling of accretion disks
to interpret spectra of X-ray binaries [119]. In contrast,
GW measurements rely only on the predictions of general
relativity for vacuum spacetime. Further astrophysical im-
plications of these results are discussed in [94, 120].

The statistical uncertainties with which we have charac-
terised the source properties and parameters, reflect the fi-
nite signal-to-noise ratio of the observation of GW150914
and the error budget of the strain calibration process. The
latter degrades primarily the estimate of the source loca-
tion. If we assume that the strain was perfectly calibrated,
i.e. hM = h, see Eqs. (1) and (4), the 50% and 90%
credible regions for sky location would become 48 deg2

and 150 deg2, compared to the actual results of 140 deg2

and 590 deg2, respectively. The physical parameters show
only small changes with the marginalisation over cali-
bration uncertainty, for example, the final mass M source

f

changes from 62+4

�4

M� including calibration uncertainty
to 62+4

�3

M� assuming perfect calibration, and the final
spin a

f

changes from 0.67+0.05
�0.07 to 0.67+0.04

�0.05. The effect
of calibration uncertainty is to increase the overall parame-
ter range at given probability, but the medians of the PDFs

�e↵ = �0.06+0.17
�0.18

LSC+Virgo, arXiv:1602.03840
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FIG. 5. Left: PDFs (solid black line) for the �
p

and �
e↵

spin parameters compared to their prior distribution (green line). The
dashed vertical lines mark the 90% credible interval. The 2-dimensional plot shows probability contours of the prior (green) and
marginalised PDF (black). The 2-dimensional plot shows the contours of the 50% and 90% credible regions plotted over a colour-
coded PDF. Right: PDFs for the dimensionless component spins cS

1

/(Gm2

1

) and cS
2

/(Gm2

2

) relative to the normal to the orbital
plane L̂, marginalized over uncertainties in the azimuthal angles. The bins are constructed linearly in spin magnitude and the cosine of
the tilt angles cos�1 (Ŝi · L̂), where i = {1, 2}, and, therefore, by design have equal prior probability.

on the spins (magnitude and orientation) of the BHs of
the binary and could produce super-kicks for spins in the
orbital plane of the binary [111–113]. Unfortunately, the
weak constraints on the spins (magnitude and direction) of
GW150914 prevent us from providing a meaningful limit
on the kick velocity of the resulting BH.

Finally, we can cast the results into PDFs of the strain
at the two instruments p(~h(~#)|~d) and compare them to
the posterior estimates p(~h|~d) obtained using the minimal-
assumption wavelet model [81]. The waveforms are shown
in Figure 6. There is remarkable agreement between the
actual data and the reconstructed waveform under the two
model assumptions. As expected, the uncertainty is greater
for the minimal-assumption reconstruction due to greater
flexibility in its waveform model. The agreement between
the reconstructed waveforms using the two models can be
quantified through the noise-weighted inner product that
enters Eq. (5), and it is found to be 94+2

�3

%, consistent
with expectations for the signal-to-noise ratio at which
GW150914 was observed.

Discussion— We have presented measurements of the
heaviest stellar-mass BHs known to date, and the first
stellar-mass BBH. The system merges into a BH of ⇡
60 M�. So far, stellar-mass BHs of masses ⇡ 10 M�
have been claimed using dynamical measurement of Galac-
tic X-ray binaries [114]. Masses as high as 16–20 M� and
21–35 M� have been reported for IC10 X-1 [115, 116]
and NGC300 X-1 [117], respectively; however, these mea-

surements may have been contaminated by stellar winds as
discussed in [118] and references therein. Our results at-
test that BBHs do form and merge within a Hubble time.
We have constrained the spin of the primary BH of the bi-
nary to be a

1

< 0.7 and we have inferred the spin of the
remnant BH to be a

f

⇡ 0.7. Up to now, spin estimates of
BH candidates have relied on modelling of accretion disks
to interpret spectra of X-ray binaries [119]. In contrast,
GW measurements rely only on the predictions of general
relativity for vacuum spacetime. Further astrophysical im-
plications of these results are discussed in [94, 120].

The statistical uncertainties with which we have charac-
terised the source properties and parameters, reflect the fi-
nite signal-to-noise ratio of the observation of GW150914
and the error budget of the strain calibration process. The
latter degrades primarily the estimate of the source loca-
tion. If we assume that the strain was perfectly calibrated,
i.e. hM = h, see Eqs. (1) and (4), the 50% and 90%
credible regions for sky location would become 48 deg2

and 150 deg2, compared to the actual results of 140 deg2

and 590 deg2, respectively. The physical parameters show
only small changes with the marginalisation over cali-
bration uncertainty, for example, the final mass M source

f

changes from 62+4

�4

M� including calibration uncertainty
to 62+4

�3

M� assuming perfect calibration, and the final
spin a

f

changes from 0.67+0.05
�0.07 to 0.67+0.04

�0.05. The effect
of calibration uncertainty is to increase the overall parame-
ter range at given probability, but the medians of the PDFs

�e↵ = �0.06+0.17
�0.18

LSC+Virgo, arXiv:1602.03840
Data uninformative 

about prcession
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GW150914 RESULTS: FINAL MASS & SPIN

▸ Use mass & spin estimates to infer 
final mass & spin of BH [15]: 

▸ 3.0±0.5 M⨀c2 radiated in 
gravitational waves

LSC+Virgo, arXiv:1602.03840
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FIG. 2. Posterior PDFs for the source luminosity distance D
L

and
the binary inclination ✓JN . In the 1-dimensional marginalised
distributions we show the Overall (solid black), IMRPhenom
(blue) and EOBNR (red) PDFs; the dashed vertical lines mark the
90% credible interval for the Overall PDF. The 2-dimensional
plot shows the contours of the 50% and 90% credible regions
plotted over a colour-coded PDF.

misaligned to the line of sight is disfavoured; the probabil-
ity that 45� < ✓JN < 135� is 0.35.

The masses and spins of the BHs in a (circular) binary
are the only parameters needed to determine the final mass
and spin of the BH that is produced at the end of the
merger. Appropriate relations are embedded intrinsically
in the waveform models used in the analysis, but they do
not give direct access to the parameters of the remnant BH.
However, applying the fitting formula calibrated to non-
precessing NR simulations provided in [96] to the posterior
for the component masses and spins [97], we infer the mass
and spin of the remnant BH to be M source

f

= 62+4

�4

M�,
and a

f

= 0.67+0.05
�0.07, as shown in Figure 3 and Table I.

These results are fully consistent with those obtained us-
ing an independent non-precessing fit [55]. The systematic
uncertainties of the fit are much smaller than the statistical
uncertainties. The value of the final spin is a consequence
of conservation of angular momentum in which the total
angular momentum of the system (which for a nearly equal
mass binary, such as GW150914’s source, is dominated by
the orbital angular momentum) is converted partially into
the spin of the remnant black hole and partially radiated
away in GWs during the merger. Therefore, the final spin
is more precisely determined than either of the spins of the
binary’s BHs.

The calculation of the final mass also provides an esti-

FIG. 3. PDFs for the source-frame mass and spin of the rem-
nant BH produced by the coalescence of the binary. In the
1-dimensional marginalised distributions we show the Overall
(solid black), IMRPhenom (blue) and EOBNR (red) PDFs; the
dashed vertical lines mark the 90% credible interval for the Over-
all PDF. The 2-dimensional plot shows the contours of the 50%
and 90% credible regions plotted over a colour-coded PDF.

mate of the total energy emitted in GWs. GW150914 ra-
diated a total of 3.0+0.5

�0.5 M�c
2 in GWs, the majority of

which was at frequencies in LIGO’s sensitive band. These
values are fully consistent with those given in the literature
for NR simulations of similar binaries [98, 99]. The ener-
getics of a BBH merger can be estimated at the order of
magnitude level using simple Newtonian arguments. The
total energy of a binary system at separation r is given by
E ⇡ (m

1

+ m
2

)c2 � Gm
1

m
2

/(2r). For an equal-mass
system, and assuming the inspiral phase to end at about
r ⇡ 5GM/c2, then around 2–3% of the initial total energy
of the system is emitted as GWs. Only a fully general rela-
tivistic treatment of the system can accurately describe the
physical process during the final strong-field phase of the
coalescence. This indicates that a comparable amount of
energy is emitted during the merger portion of GW150914,
leading to ⇡ 5% of the total energy emitted.

We further infer the peak GW luminosity achieved dur-
ing the merger phase by applying to the posteriors a sep-
arate fit to non-precessing NR simulations [100]. The
source reached a maximum instantaneous GW luminosity
of 3.6+0.5

�0.4 ⇥ 1056 erg s�1 = 200+30

�20

M�c
2/s. Here, the

uncertainties include an estimate for the systematic error
of the fit as obtained by comparison with a separate set
of precessing NR simulations, in addition to the dominant
statistical contribution. An order-of-magnitude estimate of
the luminosity corroborates this result. For the dominant

15. J. Healy, C. O. Lousto, & Y. Zlochower, PRD 90, 104004 (2014)

M source

f

= 62+4

�4

M�

a
f

= 0.67+0.05
�0.07
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FIG. 7. Left: Search results from the PyCBC analysis. The histogram shows the number of candidate events (orange) and the number of
background events due to noise in the search class where GW150914 was found (black) as a function of the search detection-statistic and
with a bin width of Dr̂c = 0.2. The significance of GW150914 is greater than 5.1 s . The scales immediately above the histogram give the
significance of an event measured against the noise backgrounds in units of Gaussian standard deviations as a function of the detection-statistic.
The black background histogram shows the result of the time-shift method to estimate the noise background in the observation period. The
tail in the black-line background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise
in the other detector. The significance of GW150914 is measured against the upper gray scale. The purple background histogram is the
background excluding coincidences involving GW150914 and it is the background to be used to assess the significance of the second loudest
event; the significance of this event is measured against the upper purple scale. Right: Search results from the GstLAL analysis. The histogram
shows the observed candidate events (orange) as a function of the detection statistic lnL . The black line indicates the expected background
from noise where candidate events have been included in the noise background probability density function. The purple line indicates the
expected background from noise where candidate events have not been included in the noise background probability density function. The
independently-implemented search methods and different background estimation method confirm the discovery of GW150914.

Event Time (UTC) FAR (yr�1) F M (M�) m1 (M�) m2 (M�) ceff DL (Mpc)

GW150914
14 September

2015
09:50:45

< 5⇥10�6 < 2⇥10�7

(> 5.1s)
28+2

�2 36+5
�4 29+4

�4 �0.07+0.16
�0.17 410+160

�180

LVT151012
12 October

2015
09:54:43

0.44 0.02
(2.1s)

15+1
�1 23+18

�6 13+4
�5 0.0+0.3

�0.2 1100+500
�500

TABLE I. Parameters of the two most significant events. The false alarm rate (FAR) and false alarm probability (F ) given here were
determined by the PyCBC pipeline; the GstLAL results are consistent with this. The source-frame chirp mass M , component masses m1,2,
effective spin ceff, and luminosity distance DL are determined using a parameter estimation method that assumes the presence of a coherent
compact binary coalescence signal starting at 20 Hz in the data [96]. The results are computed by averaging the posteriors for two model
waveforms. Quoted uncertainties are 90% credible intervals that include statistical errors and systematic errors from averaging the results of
different waveform models. Further parameter estimates of GW150914 are presented in Ref. [18].

measured by GstLAL is consistent with the bound placed by
the PyCBC analysis and provides additional confidence in the
discovery of the signal.

The difference in time of arrival between the Livingston and
Hanford detectors from the individual triggers in the PyCBC
analysis is 7.1ms, consistent with the time delay of 6.9+0.5

�0.4 ms
recovered by parameter estimation [18]. Figure 8 (left) shows
the matched-filter SNR r , the c

2-statistic, and the re-weighted
SNR r̂ for the best-matching template over a period of ±5 ms
around the time of GW150914 (we take the PyCBC trigger
time in L1 as a reference). The matched-filter SNR peaks in

both detectors at the time of the event and the value of the
reduced chi-squared statistic is c

2
H1 = 1 and c

2
L1 = 0.7 at the

time of the event, indicating an excellent match between the
template and the data. The re-weighted SNR of the individ-
ual detector triggers of r̂H1 = 19.5 and r̂L1 = 13.3 are larger
than that of any other single-detector triggers in the analysis;
therefore the significance measurement of 5.1s set using the
0.1 s time shifts is a conservative bound on the false alarm
probability of GW150914.

Figure 8 (right) shows ±5 ms of the GstLAL matched-
filter SNR time series from each detector around the event

PYCBC RESULTS

LSC+Virgo, PRL 116, 061102 (2016); LSC+Virgo, arXiv:1602.03839
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from noise where candidate events have been included in the noise background probability density function. The purple line indicates the
expected background from noise where candidate events have not been included in the noise background probability density function. The
independently-implemented search methods and different background estimation method confirm the discovery of GW150914.

Event Time (UTC) FAR (yr�1) F M (M�) m1 (M�) m2 (M�) ceff DL (Mpc)

GW150914
14 September

2015
09:50:45

< 5⇥10�6 < 2⇥10�7

(> 5.1s)
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�4 29+4

�4 �0.07+0.16
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0.44 0.02
(2.1s)
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�6 13+4
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TABLE I. Parameters of the two most significant events. The false alarm rate (FAR) and false alarm probability (F ) given here were
determined by the PyCBC pipeline; the GstLAL results are consistent with this. The source-frame chirp mass M , component masses m1,2,
effective spin ceff, and luminosity distance DL are determined using a parameter estimation method that assumes the presence of a coherent
compact binary coalescence signal starting at 20 Hz in the data [96]. The results are computed by averaging the posteriors for two model
waveforms. Quoted uncertainties are 90% credible intervals that include statistical errors and systematic errors from averaging the results of
different waveform models. Further parameter estimates of GW150914 are presented in Ref. [18].

measured by GstLAL is consistent with the bound placed by
the PyCBC analysis and provides additional confidence in the
discovery of the signal.

The difference in time of arrival between the Livingston and
Hanford detectors from the individual triggers in the PyCBC
analysis is 7.1ms, consistent with the time delay of 6.9+0.5

�0.4 ms
recovered by parameter estimation [18]. Figure 8 (left) shows
the matched-filter SNR r , the c

2-statistic, and the re-weighted
SNR r̂ for the best-matching template over a period of ±5 ms
around the time of GW150914 (we take the PyCBC trigger
time in L1 as a reference). The matched-filter SNR peaks in

both detectors at the time of the event and the value of the
reduced chi-squared statistic is c

2
H1 = 1 and c

2
L1 = 0.7 at the

time of the event, indicating an excellent match between the
template and the data. The re-weighted SNR of the individ-
ual detector triggers of r̂H1 = 19.5 and r̂L1 = 13.3 are larger
than that of any other single-detector triggers in the analysis;
therefore the significance measurement of 5.1s set using the
0.1 s time shifts is a conservative bound on the false alarm
probability of GW150914.

Figure 8 (right) shows ±5 ms of the GstLAL matched-
filter SNR time series from each detector around the event
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FIG. 7. Left: Search results from the PyCBC analysis. The histogram shows the number of candidate events (orange) and the number of
background events due to noise in the search class where GW150914 was found (black) as a function of the search detection-statistic and
with a bin width of Dr̂c = 0.2. The significance of GW150914 is greater than 5.1 s . The scales immediately above the histogram give the
significance of an event measured against the noise backgrounds in units of Gaussian standard deviations as a function of the detection-statistic.
The black background histogram shows the result of the time-shift method to estimate the noise background in the observation period. The
tail in the black-line background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise
in the other detector. The significance of GW150914 is measured against the upper gray scale. The purple background histogram is the
background excluding coincidences involving GW150914 and it is the background to be used to assess the significance of the second loudest
event; the significance of this event is measured against the upper purple scale. Right: Search results from the GstLAL analysis. The histogram
shows the observed candidate events (orange) as a function of the detection statistic lnL . The black line indicates the expected background
from noise where candidate events have been included in the noise background probability density function. The purple line indicates the
expected background from noise where candidate events have not been included in the noise background probability density function. The
independently-implemented search methods and different background estimation method confirm the discovery of GW150914.

Event Time (UTC) FAR (yr�1) F M (M�) m1 (M�) m2 (M�) ceff DL (Mpc)
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TABLE I. Parameters of the two most significant events. The false alarm rate (FAR) and false alarm probability (F ) given here were
determined by the PyCBC pipeline; the GstLAL results are consistent with this. The source-frame chirp mass M , component masses m1,2,
effective spin ceff, and luminosity distance DL are determined using a parameter estimation method that assumes the presence of a coherent
compact binary coalescence signal starting at 20 Hz in the data [96]. The results are computed by averaging the posteriors for two model
waveforms. Quoted uncertainties are 90% credible intervals that include statistical errors and systematic errors from averaging the results of
different waveform models. Further parameter estimates of GW150914 are presented in Ref. [18].

measured by GstLAL is consistent with the bound placed by
the PyCBC analysis and provides additional confidence in the
discovery of the signal.

The difference in time of arrival between the Livingston and
Hanford detectors from the individual triggers in the PyCBC
analysis is 7.1ms, consistent with the time delay of 6.9+0.5

�0.4 ms
recovered by parameter estimation [18]. Figure 8 (left) shows
the matched-filter SNR r , the c

2-statistic, and the re-weighted
SNR r̂ for the best-matching template over a period of ±5 ms
around the time of GW150914 (we take the PyCBC trigger
time in L1 as a reference). The matched-filter SNR peaks in

both detectors at the time of the event and the value of the
reduced chi-squared statistic is c

2
H1 = 1 and c

2
L1 = 0.7 at the

time of the event, indicating an excellent match between the
template and the data. The re-weighted SNR of the individ-
ual detector triggers of r̂H1 = 19.5 and r̂L1 = 13.3 are larger
than that of any other single-detector triggers in the analysis;
therefore the significance measurement of 5.1s set using the
0.1 s time shifts is a conservative bound on the false alarm
probability of GW150914.

Figure 8 (right) shows ±5 ms of the GstLAL matched-
filter SNR time series from each detector around the event
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FIG. 7. Left: Search results from the PyCBC analysis. The histogram shows the number of candidate events (orange) and the number of
background events due to noise in the search class where GW150914 was found (black) as a function of the search detection-statistic and
with a bin width of Dr̂c = 0.2. The significance of GW150914 is greater than 5.1 s . The scales immediately above the histogram give the
significance of an event measured against the noise backgrounds in units of Gaussian standard deviations as a function of the detection-statistic.
The black background histogram shows the result of the time-shift method to estimate the noise background in the observation period. The
tail in the black-line background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise
in the other detector. The significance of GW150914 is measured against the upper gray scale. The purple background histogram is the
background excluding coincidences involving GW150914 and it is the background to be used to assess the significance of the second loudest
event; the significance of this event is measured against the upper purple scale. Right: Search results from the GstLAL analysis. The histogram
shows the observed candidate events (orange) as a function of the detection statistic lnL . The black line indicates the expected background
from noise where candidate events have been included in the noise background probability density function. The purple line indicates the
expected background from noise where candidate events have not been included in the noise background probability density function. The
independently-implemented search methods and different background estimation method confirm the discovery of GW150914.

Event Time (UTC) FAR (yr�1) F M (M�) m1 (M�) m2 (M�) ceff DL (Mpc)
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TABLE I. Parameters of the two most significant events. The false alarm rate (FAR) and false alarm probability (F ) given here were
determined by the PyCBC pipeline; the GstLAL results are consistent with this. The source-frame chirp mass M , component masses m1,2,
effective spin ceff, and luminosity distance DL are determined using a parameter estimation method that assumes the presence of a coherent
compact binary coalescence signal starting at 20 Hz in the data [96]. The results are computed by averaging the posteriors for two model
waveforms. Quoted uncertainties are 90% credible intervals that include statistical errors and systematic errors from averaging the results of
different waveform models. Further parameter estimates of GW150914 are presented in Ref. [18].

measured by GstLAL is consistent with the bound placed by
the PyCBC analysis and provides additional confidence in the
discovery of the signal.

The difference in time of arrival between the Livingston and
Hanford detectors from the individual triggers in the PyCBC
analysis is 7.1ms, consistent with the time delay of 6.9+0.5

�0.4 ms
recovered by parameter estimation [18]. Figure 8 (left) shows
the matched-filter SNR r , the c

2-statistic, and the re-weighted
SNR r̂ for the best-matching template over a period of ±5 ms
around the time of GW150914 (we take the PyCBC trigger
time in L1 as a reference). The matched-filter SNR peaks in

both detectors at the time of the event and the value of the
reduced chi-squared statistic is c

2
H1 = 1 and c

2
L1 = 0.7 at the

time of the event, indicating an excellent match between the
template and the data. The re-weighted SNR of the individ-
ual detector triggers of r̂H1 = 19.5 and r̂L1 = 13.3 are larger
than that of any other single-detector triggers in the analysis;
therefore the significance measurement of 5.1s set using the
0.1 s time shifts is a conservative bound on the false alarm
probability of GW150914.

Figure 8 (right) shows ±5 ms of the GstLAL matched-
filter SNR time series from each detector around the event
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FIG. 7. Left: Search results from the PyCBC analysis. The histogram shows the number of candidate events (orange) and the number of
background events due to noise in the search class where GW150914 was found (black) as a function of the search detection-statistic and
with a bin width of Dr̂c = 0.2. The significance of GW150914 is greater than 5.1 s . The scales immediately above the histogram give the
significance of an event measured against the noise backgrounds in units of Gaussian standard deviations as a function of the detection-statistic.
The black background histogram shows the result of the time-shift method to estimate the noise background in the observation period. The
tail in the black-line background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise
in the other detector. The significance of GW150914 is measured against the upper gray scale. The purple background histogram is the
background excluding coincidences involving GW150914 and it is the background to be used to assess the significance of the second loudest
event; the significance of this event is measured against the upper purple scale. Right: Search results from the GstLAL analysis. The histogram
shows the observed candidate events (orange) as a function of the detection statistic lnL . The black line indicates the expected background
from noise where candidate events have been included in the noise background probability density function. The purple line indicates the
expected background from noise where candidate events have not been included in the noise background probability density function. The
independently-implemented search methods and different background estimation method confirm the discovery of GW150914.

Event Time (UTC) FAR (yr�1) F M (M�) m1 (M�) m2 (M�) ceff DL (Mpc)
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2015
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TABLE I. Parameters of the two most significant events. The false alarm rate (FAR) and false alarm probability (F ) given here were
determined by the PyCBC pipeline; the GstLAL results are consistent with this. The source-frame chirp mass M , component masses m1,2,
effective spin ceff, and luminosity distance DL are determined using a parameter estimation method that assumes the presence of a coherent
compact binary coalescence signal starting at 20 Hz in the data [96]. The results are computed by averaging the posteriors for two model
waveforms. Quoted uncertainties are 90% credible intervals that include statistical errors and systematic errors from averaging the results of
different waveform models. Further parameter estimates of GW150914 are presented in Ref. [18].

measured by GstLAL is consistent with the bound placed by
the PyCBC analysis and provides additional confidence in the
discovery of the signal.

The difference in time of arrival between the Livingston and
Hanford detectors from the individual triggers in the PyCBC
analysis is 7.1ms, consistent with the time delay of 6.9+0.5

�0.4 ms
recovered by parameter estimation [18]. Figure 8 (left) shows
the matched-filter SNR r , the c

2-statistic, and the re-weighted
SNR r̂ for the best-matching template over a period of ±5 ms
around the time of GW150914 (we take the PyCBC trigger
time in L1 as a reference). The matched-filter SNR peaks in

both detectors at the time of the event and the value of the
reduced chi-squared statistic is c

2
H1 = 1 and c

2
L1 = 0.7 at the

time of the event, indicating an excellent match between the
template and the data. The re-weighted SNR of the individ-
ual detector triggers of r̂H1 = 19.5 and r̂L1 = 13.3 are larger
than that of any other single-detector triggers in the analysis;
therefore the significance measurement of 5.1s set using the
0.1 s time shifts is a conservative bound on the false alarm
probability of GW150914.

Figure 8 (right) shows ±5 ms of the GstLAL matched-
filter SNR time series from each detector around the event
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FIG. 7. Left: Search results from the PyCBC analysis. The histogram shows the number of candidate events (orange) and the number of
background events due to noise in the search class where GW150914 was found (black) as a function of the search detection-statistic and
with a bin width of Dr̂c = 0.2. The significance of GW150914 is greater than 5.1 s . The scales immediately above the histogram give the
significance of an event measured against the noise backgrounds in units of Gaussian standard deviations as a function of the detection-statistic.
The black background histogram shows the result of the time-shift method to estimate the noise background in the observation period. The
tail in the black-line background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise
in the other detector. The significance of GW150914 is measured against the upper gray scale. The purple background histogram is the
background excluding coincidences involving GW150914 and it is the background to be used to assess the significance of the second loudest
event; the significance of this event is measured against the upper purple scale. Right: Search results from the GstLAL analysis. The histogram
shows the observed candidate events (orange) as a function of the detection statistic lnL . The black line indicates the expected background
from noise where candidate events have been included in the noise background probability density function. The purple line indicates the
expected background from noise where candidate events have not been included in the noise background probability density function. The
independently-implemented search methods and different background estimation method confirm the discovery of GW150914.

Event Time (UTC) FAR (yr�1) F M (M�) m1 (M�) m2 (M�) ceff DL (Mpc)
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TABLE I. Parameters of the two most significant events. The false alarm rate (FAR) and false alarm probability (F ) given here were
determined by the PyCBC pipeline; the GstLAL results are consistent with this. The source-frame chirp mass M , component masses m1,2,
effective spin ceff, and luminosity distance DL are determined using a parameter estimation method that assumes the presence of a coherent
compact binary coalescence signal starting at 20 Hz in the data [96]. The results are computed by averaging the posteriors for two model
waveforms. Quoted uncertainties are 90% credible intervals that include statistical errors and systematic errors from averaging the results of
different waveform models. Further parameter estimates of GW150914 are presented in Ref. [18].

measured by GstLAL is consistent with the bound placed by
the PyCBC analysis and provides additional confidence in the
discovery of the signal.

The difference in time of arrival between the Livingston and
Hanford detectors from the individual triggers in the PyCBC
analysis is 7.1ms, consistent with the time delay of 6.9+0.5

�0.4 ms
recovered by parameter estimation [18]. Figure 8 (left) shows
the matched-filter SNR r , the c

2-statistic, and the re-weighted
SNR r̂ for the best-matching template over a period of ±5 ms
around the time of GW150914 (we take the PyCBC trigger
time in L1 as a reference). The matched-filter SNR peaks in

both detectors at the time of the event and the value of the
reduced chi-squared statistic is c

2
H1 = 1 and c

2
L1 = 0.7 at the

time of the event, indicating an excellent match between the
template and the data. The re-weighted SNR of the individ-
ual detector triggers of r̂H1 = 19.5 and r̂L1 = 13.3 are larger
than that of any other single-detector triggers in the analysis;
therefore the significance measurement of 5.1s set using the
0.1 s time shifts is a conservative bound on the false alarm
probability of GW150914.

Figure 8 (right) shows ±5 ms of the GstLAL matched-
filter SNR time series from each detector around the event
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FIG. 7. Left: Search results from the PyCBC analysis. The histogram shows the number of candidate events (orange) and the number of
background events due to noise in the search class where GW150914 was found (black) as a function of the search detection-statistic and
with a bin width of Dr̂c = 0.2. The significance of GW150914 is greater than 5.1 s . The scales immediately above the histogram give the
significance of an event measured against the noise backgrounds in units of Gaussian standard deviations as a function of the detection-statistic.
The black background histogram shows the result of the time-shift method to estimate the noise background in the observation period. The
tail in the black-line background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise
in the other detector. The significance of GW150914 is measured against the upper gray scale. The purple background histogram is the
background excluding coincidences involving GW150914 and it is the background to be used to assess the significance of the second loudest
event; the significance of this event is measured against the upper purple scale. Right: Search results from the GstLAL analysis. The histogram
shows the observed candidate events (orange) as a function of the detection statistic lnL . The black line indicates the expected background
from noise where candidate events have been included in the noise background probability density function. The purple line indicates the
expected background from noise where candidate events have not been included in the noise background probability density function. The
independently-implemented search methods and different background estimation method confirm the discovery of GW150914.
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TABLE I. Parameters of the two most significant events. The false alarm rate (FAR) and false alarm probability (F ) given here were
determined by the PyCBC pipeline; the GstLAL results are consistent with this. The source-frame chirp mass M , component masses m1,2,
effective spin ceff, and luminosity distance DL are determined using a parameter estimation method that assumes the presence of a coherent
compact binary coalescence signal starting at 20 Hz in the data [96]. The results are computed by averaging the posteriors for two model
waveforms. Quoted uncertainties are 90% credible intervals that include statistical errors and systematic errors from averaging the results of
different waveform models. Further parameter estimates of GW150914 are presented in Ref. [18].

measured by GstLAL is consistent with the bound placed by
the PyCBC analysis and provides additional confidence in the
discovery of the signal.

The difference in time of arrival between the Livingston and
Hanford detectors from the individual triggers in the PyCBC
analysis is 7.1ms, consistent with the time delay of 6.9+0.5

�0.4 ms
recovered by parameter estimation [18]. Figure 8 (left) shows
the matched-filter SNR r , the c

2-statistic, and the re-weighted
SNR r̂ for the best-matching template over a period of ±5 ms
around the time of GW150914 (we take the PyCBC trigger
time in L1 as a reference). The matched-filter SNR peaks in

both detectors at the time of the event and the value of the
reduced chi-squared statistic is c

2
H1 = 1 and c

2
L1 = 0.7 at the

time of the event, indicating an excellent match between the
template and the data. The re-weighted SNR of the individ-
ual detector triggers of r̂H1 = 19.5 and r̂L1 = 13.3 are larger
than that of any other single-detector triggers in the analysis;
therefore the significance measurement of 5.1s set using the
0.1 s time shifts is a conservative bound on the false alarm
probability of GW150914.

Figure 8 (right) shows ±5 ms of the GstLAL matched-
filter SNR time series from each detector around the event
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CONCLUSIONS

GW150914 
▸ Multiple pipelines & methods found GW150914 with high 

significance 

▸ No other environmental sources could be found 

▸ Parameter estimates indicate a BBH with little to no spin 

LVT150914 
▸ Detected by modeled searches with significance = 2.1! 

▸ Consistent with BBH signal



EXTRAS



PAREMETER ESTIMATION

GW150914 WAVEFORM CONSISTENCY
▸ Use parameter estimates to produce waveform estimate 

▸ Excellent agreement with waveform reconstructed using minimal 
assumptions (BayesWave)
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FIG. 6. Time-domain data (sampled at 2048 Hz) and reconstructed waveforms of GW150914, whitened by the noise power spectral
density (in Figure 1 of Ref. [1] the data are band-passed and notched filtered), for the H1 (top) and L1 (bottom) detectors. Times are
shown relative to September 14, 2015 at 09:50:45 UTC. The ordinate axes on the right are in units of noise standard deviations from zero
– i.e. the peak alone is a ⇠4-� excursion relative to the instrument noise at that time – and on the left are normalised in order to preserve
the strain amplitude at 200 Hz. The waveforms are plotted as bands representing the uncertainty in the reconstruction. Shaded regions
correspond to the 90% credible regions for the reconstructed waveforms. The broadest (dark blue) shaded region is obtained with the
model that does not assume a particular waveform morphology, but instead uses a linear combination of sine–Gaussian wavelets. The
lighter, narrower shaded region (cyan) is the result from the modeled analyses using IMRPhenom and EOBNR template waveforms.
The thin grey lines are the data. The agreement between the reconstructed waveforms using the two models is found to be 94+2

�3

%.

remain largely unchanged. For GW150914, the dominant
source of statistical uncertainty is the finite signal-to-noise
ratio. More accurate calibration techniques are currently
being tested, and one can expect that in future LIGO obser-
vations, the impact of calibration errors on the inference of
GW source parameters will be further reduced [38].

Our analysis is based on waveform models that do not
include the effect of spins in their full generality. Still, the
aligned-spin EOBNR and precessing IMRPhenom models
produce consistent results, with an error budget dominated
by statistical uncertainty and not systematic errors as eval-
uated from the physics encoded in these two models. It
is, however, important to consider whether additional sys-
tematics produced by physics not captured by these models
could have affected the results. To this extent, we collected
existing numerical waveforms and generated targeted new
simulations [121–126]. The simulations were generated
with multiple independent codes and sample the posterior
region for masses and spins inferred for GW150914. We
have added these NR waveforms as ‘mock signals’ to the
data in the neighbourhood of GW150914 and to synthetic
data sets representative of LIGO’s sensitivity and noise
properties at the time of GW150914, with signal-to-noise
ratios consistent with the one reported for the actual detec-

tion. We then carried out exactly the same analysis applied
to the actual data.

For signals from non-precessing binaries, we recover pa-
rameters that are consistent with those describing the mock
source. The results obtained with the EOBNR and IMR-
Phenom model are consistent, which further confirms pre-
vious comparison studies of non-precessing models with
NR waveforms [52, 56, 127]. For signals that describe pre-
cessing binaries, but with orbital angular momentum ori-
entation consistent with the most likely geometry inferred
for GW150914, i.e. orbital angular momentum close to
aligned or antialigned with the line of sight, we find again
that the PDFs are consistent across the models and with
the true values of the parameters used for the numerical
simulation. For the same physical parameters, but a total
angular momentum orientated to give the largest amount
of signal modulations at the instrument output, i.e. J ap-
proximately perpendicular to the line of sight, the results
using the EOBNR and IMRPhenom models do differ from
each other. They yield biased and statistically inconsistent
PDFs, depending on the specific NR configuration used as
the mock signal. This is partly due to the fact that not all
physical effects are captured by the models (as in the case
of the non-precessing EOBNR model) and partly due to
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TABLE I. Summary of the parameters that characterise GW150914. For model parameters we report the median value as well as
the range of the symmetric 90% credible interval [86]; where useful, we also quote 90% credible bounds. For the logarithm of the
Bayes factor for a signal compared to Gaussian noise we report the mean and its 90% standard error from 4 parallel runs with a nested
sampling algorithm [45]. The source redshift and source-frame masses assume standard cosmology [87]. The spin-aligned EOBNR
and precessing IMRPhenom waveform models are described in the text. Results for the effective precession spin parameter �

p

used in
the IMRPhenom model are not shown as we effectively recover the prior; we constrain �

p

< 0.81 at 90% probability, see left panel of
Figure 5. The Overall results are computed by averaging the posteriors for the two models. For the Overall results we quote both the
90% credible interval or bound and an estimate for the 90% range of systematic error on this determined from the variance between
waveform models.

EOBNR IMRPhenom Overall
Detector-frame total mass M/M� 70.3+5.3

�4.8 70.7+3.8
�4.0 70.5+4.6±0.9

�4.5±1.0

Detector-frame chirp mass M/M� 30.2+2.5
�1.9 30.5+1.7

�1.8 30.3+2.1±0.4
�1.9±0.4

Detector-frame primary mass m
1

/M� 39.4+5.5
�4.9 38.3+5.5

�3.5 38.8+5.6±0.9
�4.1±0.3

Detector-frame secondary mass m
2

/M� 30.9+4.8
�4.4 32.2+3.6

�5.0 31.6+4.2±0.1
�4.9±0.6

Detector-frame final mass M
f

/M� 67.1+4.6
�4.4 67.4+3.4

�3.6 67.3+4.1±0.8
�4.0±0.9

Source-frame total mass M source/M� 65.0+5.0
�4.4 64.6+4.1

�3.5 64.8+4.6±1.0
�3.9±0.5

Source-frame chirp mass Msource/M� 27.9+2.3
�1.8 27.9+1.8

�1.6 27.9+2.1±0.4
�1.7±0.2

Source-frame primary mass msource

1

/M� 36.3+5.3
�4.5 35.1+5.2

�3.3 35.7+5.4±1.1
�3.8±0.0

Source-frame secondary mass msource

2

/M� 28.6+4.4
�4.2 29.5+3.3

�4.5 29.1+3.8±0.2
�4.4±0.5

Source-fame final mass M source

f

/M� 62.0+4.4
�4.0 61.6+3.7

�3.1 61.8+4.2±0.9
�3.5±0.4

Mass ratio q 0.79+0.18
�0.19 0.84+0.14

�0.21 0.82+0.16±0.01
�0.21±0.03

Effective inspiral spin parameter �
e↵

�0.09+0.19
�0.17 �0.03+0.14

�0.15 �0.06+0.17±0.01
�0.18±0.07

Dimensionless primary spin magnitude a
1

0.32+0.45
�0.28 0.31+0.51

�0.27 0.31+0.48±0.04
�0.28±0.01

Dimensionless secondary spin magnitude a
2

0.57+0.40
�0.51 0.39+0.50

�0.34 0.46+0.48±0.07
�0.42±0.01

Final spin a
f

0.67+0.06
�0.08 0.67+0.05

�0.05 0.67+0.05±0.00
�0.07±0.03

Luminosity distance D
L

/Mpc 390+170

�180

440+140

�180

410+160±20

�180±40

Source redshift z 0.083+0.033
�0.036 0.093+0.028

�0.036 0.088+0.031±0.004
�0.038±0.009

Upper bound on primary spin magnitude a
1

0.65 0.71 0.69 ± 0.05

Upper bound on secondary spin magnitude a
2

0.93 0.81 0.88 ± 0.10

Lower bound on mass ratio q 0.64 0.67 0.65 ± 0.03

Log Bayes factor ln B
s/n 288.7 ± 0.2 290.1 ± 0.2 —

The two BHs are nearly equal mass. We bound the mass
ratio to the range 0.65  q  1 with 90% probability.
For comparison, the highest observed neutron star mass is
2.01± 0.04 M� [90], and the conservative upper-limit for
the mass of a stable neutron star is 3 M� [91, 92]. The
masses inferred from GW150914 are an order of magni-
tude larger than these values, which implies that these two
compact objects of GW150914 are BHs, unless exotic al-
ternatives, e.g., boson stars [93], do exist. This result estab-
lishes the presence of stellar-mass BBHs in the Universe. It
also proves that BBHs formed in Nature can merge within
an Hubble time [94].

To convert the masses measured in the detector frame to
physical source-frame masses, we required the redshift of
the source. As discussed in the Introduction, GW obser-
vations are directly sensitive to the luminosity distance to a

source, but not the redshift [95]. We find that GW150914 is
at D

L

= 410+160

�180

Mpc. Assuming a flat ⇤CDM cosmol-
ogy with Hubble parameter H

0

= 67.9 km s�1 Mpc�1

and matter density parameter ⌦
m

= 0.306 [87], the in-
ferred luminosity distance corresponds to a redshift of z =
0.09+0.03

�0.04.

The luminosity distance is strongly correlated to the in-
clination of the orbital plane with respect to the line of
sight [17]. For precessing systems, the orientation of the
orbital plane is time-dependent. We therefore describe the
source inclination by ✓JN , the angle between the total an-
gular momentum (which typically is approximately con-
stant throughout the inspiral) and the line of sight, and we
quote its value at a reference gravitational-wave frequency
f
ref

= 20 Hz. The posterior PDF shows that an orientation
of the total orbital angular momentum of the BBH strongly
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FIG. 5. The distribution of the differences in the number of events
between consecutive time shifts, where Ci denotes the number of
events in the ith time shift. The green line shows the predicted distri-
bution for independent Poisson processes with means equal to the
average event rate per time shift. The blue histogram shows the
distribution obtained from time-shifted analyses. The variance of
the time-shifted background distribution is 1.996, consistent with the
predicted variance of 2. The distribution of background event counts
in adjacent time shifts is well modeled by independent Poisson pro-
cesses.

on the candidate’s false alarm probability. After discarding
time removed by data-quality vetoes and periods when the de-
tector is in stable operation for less than 2064 seconds, the
total observation time remaining is T = 16 days. Repeating
the time-shift procedure ⇠ 107 times on these data produces
a noise background analysis time equivalent to Tb = 608000
years. Thus, the smallest false alarm probability that can be
estimated in this analysis is approximately F = 7 ⇥ 10�8.
Since we treat the search parameter space as 3 independent
classes, each of which may generate a false positive result, this
value should be multiplied by a trials factor or look-elsewhere
effect [60] of 3, resulting in a minimum measurable false
alarm probability of F = 2⇥10�7. The results of the PyCBC
analysis are described in Sec. V.

IV. GSTLAL ANALYSIS

The GstLAL [92] analysis implements a time-domain
matched filter search [6] using techinques that were devel-
oped to perform the near real-time compact-object binary
searches [7, 8]. To accomplish this, the data s(t) and templates
h(t) are each whitened in the frequency domain by dividing
them by an estimate of the power spectral density of the de-
tector noise. An estimate of the stationary noise amplitude
spectrum is obtained with a combined median–geometric-
mean modification of Welch’s method [8]. This procedure
is applied piece-wise on overlapping Hann-windowed time-
domain blocks that are subsequently summed together to yield
a continuous whitened time series sw(t). The time-domain

whitened template hw(t) is then convolved with the whitened
data sw(t) to obtain the matched-filter SNR time series r(t)
for each template. By the convolution theorem, r(t) obtained
in this manner is the same as the r(t) obtained by frequency
domain filtering in Eq. (1).

Of the 17.5 days of data that are used as input to the analy-
sis, the GstLAL analysis discards times for which either of the
LIGO detectors is in their observation state for less than 512 s
in duration. Shorter intervals are considered to be unstable de-
tector operation by this analysis and are removed from the ob-
servation time. After discarding time removed by data-quality
vetoes and periods when the detector operation is considered
unstable the observation time remaining is 17 days. To re-
move loud, short-duration noise transients, any excursions in
the whitened data that are greater than 50s are removed with
0.25 s padding. The intervals of sw(t) vetoed in this way are
replaced with zeros. The cleaned whitened data is the input to
the matched filtering stage.

Adjacent waveforms in the template bank are highly corre-
lated. The GstLAL analysis takes advantage of this to reduce
the computational cost of the time-domain correlation. The
templates are grouped by chirp mass and spin into 248 bins
of ⇠ 1000 templates each. Within each bin, a reduced set
of orthonormal basis functions ĥ(t) is obtained via a singular
value decomposition of the whitened templates. We find that
the ratio of the number of orthonormal basis functions to the
number of input waveforms is ⇠0.01 – 0.10, indicating a sig-
nificant redundancy in each bin. The set of ĥ(t) in each bin is
convolved with the whitened data; linear combinations of the
resulting time series are then used to reconstruct the matched-
filter SNR time series for each template. This decomposition
allows for computationally-efficient time-domain filtering and
reproduces the frequency-domain matched filter r(t) to within
0.1% [6, 55, 93].

Peaks in the matched-filter SNR for each detector and each
template are identified over 1 s windows. If the peak is above
a matched-filter SNR of 4, it is recorded as a trigger. For each
trigger, the matched-filter SNR time series around the trig-
ger is checked for consistency with a signal by comparing the
template’s autocorrelation function R(t) to the matched-filter
SNR time series r(t). The residual found after subtracting the
autocorrelation function forms a goodness-of-fit test,

x

2 =
1
µ

Z tp+d t

tp�d t
dt|r(tp)R(t)�r(t)|2, (9)

where tp is the time at the peak matched-filter SNR r(tp), and
d t is a tunable parameter. A suitable value for d t was found
to be 85.45 ms (175 samples at a 2048Hz sampling rate). The
quantity µ normalizes x

2 such that a well-fit signal has a mean
value of 1 in Gaussian noise [8]. The x

2 value is recorded with
the trigger.

Each trigger is checked for time coincidence with triggers
from the same template in the other detector. If two triggers
occur from the same template within 15 ms in both detectors,
a coincident event is recorded. Coincident events are ranked
according to a multidimensional likelihood ratio L [16, 94],
then clustered in a ±4s time window. The likelihood ratio

LSC+Virgo, arXiv:1602.03839



MODELED SEARCHES

100 101 102

Mass 1 [M�]

100

101

M
as

s
2

[M
�

]

|�1| < 0.9895, |�2| < 0.05

|�1,2| < 0.05

|�1,2| < 0.9895

THE BANK USED IN O1

▸ Component masses ≥1M⨀ 

▸ Total mass ≤ 100M⨀ 

▸ Based on data quality 
concerns  

▸ stellar-mass BH ≳30M⨀ 
uncertain prior to O1 

▸ Work on-going to search 
for higher mass, IMBH 
signals
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